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fore failed to pose the intricacies of the me-
dical sublanguage as a problem worth the
while of NLG researchers. In part three of
this review I will attempt an account of the
state of the art of NLG technology. The last
section sets out to reconcile the pressing
need for automatic generation of clinical
documents with the sometimes and – in this
context – too ambitious goals of current
NLG research.

2. How Do We Do It Today?
With the advent of information and com-
munication technology (ICT) in the wor-
king field of the physician, some alternative
ways of producing clinical documents have
emerged. Ignoring the case of letting the
physician type the text herself, there are
four main techniques for reaching this goal.
They are realized in off-the-shelf systems
for documenting examinations (e.g. Endo-
Base™ (5)), practice computer systems
(such as Medistar™ (6)) or hospital infor-
mation systems (ORBIS Med™ (7), for in-
stance) or as speech recognition solutions
with specialized dictionaries for medicine
((8, 9)).

2.1 Structured Data Entry (SDE)
The idea of SDE (see (10-16)) in this con-
text is to provide the physician with prede-
fined forms, containing the typical graphi-
cal user interface (GUI) widgets (such as
checkboxes, radio buttons, popup menus
etc.), and to build a structured report from
the data entered.This approach is sufficient
as long as
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1. Introduction

The task of dictating, for instance, referral
letters is a stupefyingly repetitious one. In
addition, the sheer workload which it impo-
ses on medical personnel is of considerable
economical importance. To illustrate: The
German “Aktionsforum Telematik im Ge-
sundheitswesen” (ATG) estimates that the
equivalent in manpower of 125 Mio. Euro
could be saved by reducing the average 
time required by a physician to produce a
discharge letter by five minutes (1). The
consideration that not only these letters,
but also procedural reports (surgical, inter-
ventional etc.), findings and internal refer-
ral notes are typically produced by dicta-
tion and transcription, lends even greater
importance to more efficient ways of gene-
rating these documents. The current appro-
aches aimed at such a goal, i.e. structured
forms, the use of “canned text” mecha-
nisms, automatic generation employing
mail merge techniques and speech recogni-
tion, are discussed in the first part of this 
review. Some of their failures can be traced
back to linguistic features inherent in the
modalities of language use prevalent in do-
cuments from the field of applied medicine.
These linguistic phenomena, and the types
of documents in which they prevail, are 
described in part two. Fortunately, there is a
subfield of computational linguistics which
for some 15 years has been addressing the
problem of producing text automatically
under the heading of “natural language ge-
neration” or NLG for short. With the ex-
ception of some research groups ((2-4) for
instance), this field, its concepts and techni-
ques seem to have received only part of the
due attention from the medical informatics
community. Medical informatics has there-

Summary 
Objectives: This article aims at an analysis of ways 
of producing documents (such as findings or referral
letters) in clinical medicine. Special emphasis is given
to the question of whether the field of “Natural Lan-
guage Generation” (NLG) can provide new approa-
ches to ameliorate the current situation.
Methods: In order to assess the currently used tech-
niques in text production, an analysis of commercially
available systems was performed in addition to an 
extensive review of the literature. The sketch of 
current NLG approaches is also based on a literature
review.
To estimate the applicability of several techniques to
clinical documents, a typology of documents in clinical
medicine was developed, based on rhetorical structure
theory, speech act theory and certain recurrent lingui-
stic phenomena exposed in the said documents. 
Results: Current ways of producing text for documents
in medicine are less than optimal in several respects.
The field of NLG draws on the idea of generating text
from a conceptual representation of not only certain
facts, but also knowledge about how to express them
via (written) language. 
Unfortunately, NLG does not yet offer “ready-to-run”
solutions for the automatic production of most of the
document types in the given typology. 
It seems, however, highly plausible that the demands
of medical informatics for these kinds of systems will
be satisfiable as NLG matures.
Conclusions: NLG offers a promising way of gene-
rating text for clinical documents, a problem of enor-
mous economical importance. The medical informatics
community should therefore commit itself to the idea
of NLG in medicine.

Keywords
Natural language generation, clinical documents, 
document typology

Methods Inf Med 2003; 42: ■■■

Methods MIM 0081

Received February 18, 2002
Accepted June 7, 2002



● An agreed nomenclature can be utilized
● The resulting documents’ uniform struc-

ture is acceptable
● The necessarily telegraphic (and often

clumsy) style of output text is tolerated.
These conditions being fulfilled, structu-
red data entry has some notable advan-
tages:

● A normative force, i.e. the use of certain
formulations can be enforced or sup-
pressed.

● An educative value, since less experien-
ced physicians are offered a guideline to
the complete account of all observations
and/or facts.

● Plausibility and completeness checks
can be utilized.

● Structured data already present can be
integrated, thus reducing the total effort
on the physician’s side.

● The data can be used for other purposes
too, such as quality assurance or scienti-
fic studies.

As a consequence, there were, and still are,
a couple of systems (17-20) in routine use
which are based on this approach. Howe-
ver, the premises mentioned above are not
always given and whereas an ECG finding
in “telegraphese” may be perfectly accep-
table, quite the opposite may hold for a di-
scharge letter after complicated heart 
surgery. Two other drawbacks of the SDE/
report approach can be identified:

Stylistic variance is not possible. The ri-
gid one-to-one mapping of a user-entered
data item to a phrase in the report not only
yields less than natural text, but also leaves
no place for the stylistic preferences of dif-
ferent physicians. What may be a desirable
quality in one context, ensuring standard
terminology, can be a serious obstacle to
broad user acceptance under circumstances
where physicians do not want their indivi-
dual formulations to become streamlined
by an ICT system.

The (temporal) decoupling of data entry
and report generation which many of the
systems exhibit (e.g. (20, 21) or (14)) is a
step back from a “what you see is what you
get” functionality. Especially in the early
phases of system use, it can be irritating for
a physician not to have an immediate res-
ponse regarding what his action in the GUI

will result in in the output text. Naturally
enough, the user will have less confidence
in the report being a faithful account of his
entries the longer it takes until he has the
possibility of reviewing it.

2.2 “Mail Merge” Generation from
Databases

Typically found in contexts where a num-
ber of data items are stored in a database,
such as laboratory systems, patient data
management systems (PDMS) in intensive
care units, but also in conjunction with 
SDE forms, the technology of mail merge
features can be used to build up a text.
With procedural constructs such as “IF…
THEN…ELSE”, “CASE”, “LOOP” etc. it
is possible to put together quite complica-
ted text structures (this approach has been
adopted for instance in the PHOENIX-
system (22)). Nevertheless, an enormous
amount of coding has to be carried out just
to get the syntactical structure right, at least
in languages where there is a high degree of
flexion in nouns, pronouns, adjectives and
verbs. Even though more would be possible
in theory, in reality these systems tend to
adopt an only slightly less telegraphic style
and are thus subject to the same criticisms
as the SDE/ “concatenated item labels”
approach.

2.3 “Canned Text”
Whereas the techniques described in 2.1
and 2.2 required a system analysis/design
phase before actual use and in most cases
are configurable only by the ICT vendor,
the implementation of canned text phrases
is very easy, and they are a commodity item
in virtually every text processing environ-
ment.The user has total control over the in-
ventory of text phrases. This is, of course, a
blessing in disguise, as the full responsibili-
ty for completeness, stylistic adequacy and
syntactical congruence of the phrases is 
imposed on the system user. Thus, in many
cases only normal findings are represented
as canned text phrases.Wherever complica-
ted sentence structures must be built from

several variable text fragments, it is more 
likely than not that, at least in languages
with much inflexion, the number of phrases
suffers from combinatorial explosion. This
again can be avoided only by adopting an
agrammatical “telegraphic” style (a com-
mercially available system serving as an 
example of this approach is OrthoStar
(21)). It is worth noting that, when this is
done, the canned text approach has most of
the drawbacks of the other two approaches,
but none of their advantages, rendering it
the least favorable alternative!

Of course a lot of valuable work has 
been done on the basis of the techniques
mentioned above. Recognizing the need for
flexible and open, self-documenting and
communicable reports, Kahn (23) for in-
stance has dedicated much effort to the
task of platform-independent reporting.
But irrespective of the accomplishments in
medical linguistics, exemplified for instance
in the Unified Medical Language System
(UMLS) (24, 25), the technology for gene-
rating the appropriate text from these re-
ports is still lacking.

2.4 Speech Recognition
Speech recognition technology is evolving
fast, and it is a safe assumption that it will
contribute significantly to the production
of textual documents in health care (see
(26)). This contribution is likely to become
even greater when speech recognition is
not used in isolation, but is combined with
other approaches. Canned text phrases can,
for instance, be inserted into a document by
spoken commands. Very interesting in this
context is the approach of Nugues et al
((27)): They combine speech recognition
with a definite clause grammar formalism
((28)) into a dialog system where the phy-
sician builds up a medical report by ans-
wering questions orally.

Nevertheless, in addition to its well-
known problems, such as the need to build
up a dictionary, the necessity of a training
phase, sensitivity to alterations in speech
modulation, problems with non-native
speakers, etc., speech recognition used in
isolation lacks some of the advantages of
the other approaches. Neither the norma-
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tive or educational value, nor the possibility
of integrating preexisting data or reusing
the resulting text in other contexts can be
realized with speech recognition. The
scenario of a physician re-dictating a para-
graph from, say, an endoscopic finding as
part of a discharge summary is still a far cry
from notably decreasing that physician’s
workload.

Taking the pros and cons of the approa-
ches outlined above, one could be tempted
to formulate an “ideal” system:
It should generate 
● Concise, but nevertheless “natural” text
● with varying complexity and according

to different stylistic preferences
● from preexisting data and/or SDE input
● with instant feedback.

Moreover, such a system should be adap-
table to different medical specialties, dif-
ferent document types and different ICT
environments.

These are admittedly high demands, and
they raise the question of whether such a
system is possible at all. A closer examina-
tion of the linguistic characteristics of tex-
tual medical documents seems required.

3. A Typology of Documents 
in Clinical Medicine1

In order to answer the above question, one
needs to know which specific linguistic pro-
perties of documents in clinical medicine
have to be reproduced for a generated text
to look “natural”. Such an analysis can be
twofold: Firstly, there are certain linguistic
phenomena which are mainly employed to
ensure the conciseness and cohesion/cohe-
rence of the documents. These are (expla-
nation follows) “aggregation”, “anaphora”
and the use of “referential expressions”. In
addition, there is an abundant use of “ellip-
sis” and “enumerative phrases”.

The other way of looking at the docu-
ments at hand is to analyze their internal
structure, the “text organization”. An in-
strument for doing this can be derived 
from the rhetorical structure theory (RST,
(29-33)), a widely accepted (and augmen-
ted/modified) framework for identifying
the relations which can hold between the
parts of an utterance.

3.1 Linguistic Phenomena

3.1.1 Aggregation
Aggregation is a very broad term which has
been divided into several subtypes, such as
“conceptual”, “syntactical”, “lexical aggre-
gation” etc. (see (34-39)). Some examples
of these different subtypes may suffice to 
illustrate the concept, which can be roughly
described as a linguistic means of “redun-
dancy elimination”.

“Conceptual aggregation” denotes the
process of combining several terms into
just one, which encompasses and implies
them. The phrases “edema of the left 
ankle” and “edema of the right ankle” can
be aggregated (quite trivially) to “edema of
both ankles”. Similarly, but far less obvious-
ly, “aplastic anemia”, “thrombopenia” and
“agranulocytosis” can be aggregated into
“panmyelopathy”. In fact, performing con-
ceptual aggregation may require a great 
deal of domain knowledge and can be con-
strued as drawing inferences from a know-
ledge base. Its effect is a more concise, rea-
dable text using the adequate terminology.
Omitting it (for instance in canned text 
approaches) may lead to text which is not
only unnatural, but often inappropriate and
sometimes even inconceivable.

“Syntactical aggregation” denotes the
coordination of sentences which are (impli-
citly or explicitly) connected by “and”. So
the sentences “The patient has hyperten-
sion” and “The patient has angina” can be
aggregated to “The patient has hyperten-
sion and angina”. While this seems an easy
thing to do at first sight, there are many ca-
ses where exactly the same operation leads
to undesirable or even wrong results: “The
vessel is prepared from myocardial tissue”

and “The vessel is mildly sclerotic” would
yield “The vessel is prepared from myocar-
dial tissue and mildly sclerotic”, which so-
unds awkward. And aggregating the last
two sentences in “Preparation of the LCA.
It is entirely sclerotic. It is improbable that
the patient would benefit from a bypass” to
give “Preparation of the LCA. It is entirely
sclerotic and improbable that the patient
would benefit from a bypass” would be
downright wrong. There are, moreover,
cases of coordination which are based on 
a different case of aggregation, e.g.: “m.bi-
ceps and m.triceps are atrophic” can be 
regarded as aggregated from “m.biceps is
atrophic” and “m.triceps is atrophic”, but
“m.biceps and m.triceps are antagonistic” is
quite a different thing. So-called semantic
aggregation would be the process of pro-
ducing this sentence from “m.biceps is 
antagonistic to m.triceps” and “m.triceps is
antagonistic to m.biceps”.

3.1.2 Anaphora

Terms which stand for entities or circum-
stances mentioned in the preceding text are
called anaphora. So in “We prepare the
LCA from myocardial tissue. The vessel is
mildly sclerotic. It is incized and probed.”,
the term “the vessel” is an anaphor to “the
LCA”, and “It” is anaphoric to “the vessel”.
Again, failure to employ anaphora may
lead to clumsy and unnatural text such as
“We prepare the LCA from myocardial tis-
sue. The LCA is mildly sclerotic. The LCA
is incized and probed.”. It is important to
recognize that not only nouns and prono-
uns can be used in such a manner. In “We
open the pericardium.There we find…” the
“there” may be construed as referring ana-
phorically to the entire cardiac site which
has been introduced only implicitly.

3.1.3 Referential Expressions

Anaphora represent only one of the many
ways the human language (and medical
sublanguage) may refer to entities. One
may freely exchange synonyms (such as
LCA and RIVA), one can flesh out nouns
with a number of attributes and/or relative
clauses as in: “The slightly elongated and
varicose vein which had been prepared

Text Generation in Clinical Medicine

3

Methods Inf Med 1/2003

1 Acronyms used in this section: “LCA”-“left
coronary artery” “RIVA” – “ramus interven-
tricularis anterior”, the latin term for
LCA“m.” as in “m. biceps”- “musculus” =
”muscle”



from the left lower leg is used to…”. Ex-
pressions may refer to entities introduced
later in the text (kataphoric expressions 
like the “it” in “It’s a large solid tumor that
can be palpated in the left lower abdo-
men”). References can be made to certain
points in time or space and to single per-
sons or groups (temporal deixis: “Then we
did…”, spatial deixis: “Here we found…”,
personal deixis: “The patient’s mother
had…”. Being a broader concept than ana-
phora, “referential expressions” in general
contribute to the “connectedness” of a text
and thus again to its readability and natu-
ralness.

3.1.4 Ellipsis

Sentences where phrases have been omit-
ted are called elliptic. In “Male white Cau-
casian, normal weight, no history of smo-
king or drug abuse.” there is no verb and
the sentence is therefore elliptic, but it may
well be acceptable. For several reasons, dic-
tation and reading efficiency being obvious
ones, ellipsis is a very prominent feature in
medical documents.

3.1.5 Enumerations

Quite often, aggregation leads to sentences
in which a number of entities or features
are referred to in an enumerative manner:
“The prepared vessel is not sclerotic or 
varicose, it is sufficiently long, has a wide 
lumen and a good flow.” is the shortest way
to make five propositions about a single
item. But the linguistic construction of the-
se enumerations is far from trivial. Joining
all the items but the last with a comma and
inserting an “and” before the last one
works only for the minority of cases. Com-
plications arise from 
● the grammatical nature of the items, as

noun phrases, adjectives, adverbs and
even verbal phrases may be enumera-
ted. Of course, categories may also be
mixed, as in the above example.

● the polarity of the enumeration. In the
negative case we find “neither-nor” con-
structs instead of the ones with “and”,
and polarities can be mixed as well, gi-

ving an “a, b and c, but neither d nor e”
structure.

● the modality of the enumerative con-
struct: It can relate a temporal succes-
sion (“firstly a, then b and c, finally d”) a
spatial coverage of a region or an ex-
haustive enumeration of a conceptual
set. A description of coronary status is,
for instance, likely to be an enumeration
of propositions about the set of coro-
nary arteries.

● the context in which the enumeration
occurs. Especially the ordering of the
items may depend on preceding or
following text.

As is the case with ellipsis, enumerations
are powerful instruments, enabling short
and concise text. Failure to generate valid
enumerations can render the text not only
overly verbose but even inacceptable. As
an example of the latter consider the slight-
ly modified previous example in its context:
“The prepared vessel is not sclerotic or 
varicose, it is sufficiently long, has a wide 
lumen but very poor flow. We therefore 
discarded it as a CABG graft.” It is easy to
see that any ordering of the five attributes
where the “poor flow” expression does not
come last leads to a problem with the en-
suing “We therefore…”.

3.2 Document Structure
Another viewpoint from which the lingui-
stic features of medical documents can be
analyzed is, as mentioned already, the “con-
tent structure” of a text. The rationale of
such a text-organizational approach stems
from the fact that the conceptual relations
between segments of a text may have an in-
fluence on its surface structure and that, in
order to build a (medical) document, this
conceptual structure must be represented
in the generating system as well.

Several formalisms are suitable for such
a study (for example “centering” (40), “dis-
course representation theory (41), the abo-
vementioned rhetorical structure theory or
even “speech act theory” (42-45), for an
overview see (46) or (47)).

The key idea behind rhetorical structure
theory, which is chosen here as an example,

is the identification of the relations which
can hold between two arbitrary linguistic
constructs (termed “nucleus” and “satel-
lite”). Although no standard body of “rhe-
torical relations” exists, some of them are
fairly common. They include:
“volitional result” – the nucleus (N) is the
result of an intentional action or planned
process (satellite, S), as in “the circulatory
situation could be stabilized (N) by the 
admistration of drug X (S)”
“non-volitional result”– the nucleus is the
result of an unintended action or unplan-
ned process (satellite), as in “EEG activity
was obliterated for 45 minutes (N) by the
increased use of hypnotics.(S)”
“means” – the nucleus denotes the means
or instrument to achieve a certain state of
affairs (S), as in “patient was referred for an
echocardiogram (N) to further determine
the anatomic features of the ventricular
septal defect (S)”.
“concessive” – the nucleus is taken for gran-
ted, even in the light of other information
(satellite), as in “The possibility of Devic’s
disease as a presenting manifestation of
multiple sclerosis cannot be ruled out, even
though CSF oligoclonal bands were nega-
tive.”
“background” – the nucleus denotes back-
ground or circumstantial information.
Example: “The 75-year old female patient
had a history of chronic severe hyperten-
sion and transient confusion (N) when she
underwent revascularization of three coro-
nary arteries.”

Other relations typically to be found in
documents from the domain of clinical 
medicine are: “contrastive”, “elaboration”,
“purpose”, “motivation”, “logical condi-
tion” and “enablement”.

Using these relations, a hierarchical de-
composition of documents can be given.
The relevance of such an analysis for text
generation is quite obvious: It lies in the
fact that these relations are regularly signa-
led by linguistic means. In particular, “cue
words”, such as “although”, “thus”, “becau-
se”, “to this end” or “for instance”, are
strong indicators of rhetorical relations. A
system for generating documents in which
certain rhetorical relations hold must clear-
ly be able to generate the appropriate cue
words.
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3.3 The Typology
The following is a typology based solely on
the linguistic complexity of the respective
documents, completely disregarding non-
linguistic features.

3.3.1 C4: Lab Results

The simplest case of a textual document is
the laboratory finding: To the extent that it
contains more than numerical values, unit
descriptors and markers for pathological
parameter values, it is a mere enumeration
of simple (elliptic) phrases.

3.3.2 C3: Routine Examination Findings/
Clinical Notes
Fairly standardized findings of technical
routine examinations (for instance: ECG
findings) fall into the next category: Their
descriptive part is very often a plain enu-
meration of single phrases, a little aggrega-
tion may occur (as in “in all ECG leads”).
Additionally, in the interpretative part, a 
limited number of rhetorical relations are
to be found (concessive, elaboration, back-
ground). Since none of the means to enfor-
ce text cohesion/coherence are used, these
documents mostly use a telegraphic style.
Clinical notes in a patient’s chart, in a very
similar way relating loosely coupled ob-
servations, fall into the same category with
regard to their linguistic complexity. The
most prevalent rhetorical relations here are
“(non)volitional result”, “motivation/pur-
pose”.

3.3.3 C2: Complex Examination Findings/
Interventional and Surgical Reports
The less standardized, the less routine and
the more complex examinations are, the
more linguistic phenomena can be found in
the findings.The reason for this can be deri-
ved from the fact that procedural details,
deviation from routine protocols and inter-
pretation of ambiguous findings all have 
to be accounted for explicitly, i.e. the text
becomes more argumentative. Reports of
interventional procedures or surgery are
among the most complicated items within
this category: They display nearly all the

rhetorical relations mentioned: aggrega-
tion, referential expressions including tem-
poral and spatial deixis, anaphora and, of
course, enumeration.

3.3.4 C1: Discharge Letters

Discharge letters form the next category,
but their separation from C2 requires me-
thodological equipment additional to rhe-
torical relations. Due to space restrictions
this is not elaborated further, but merely
hinted at: When analyzing clinical docu-
ments with the instrument of speech act
theory2 one finds that discharge letters are
the only documents in which illocutionary
acts play an important role. Especially di-
rective and commissive acts are quite com-
mon in discharge letters.

3.3.5 C0: Medical Expert Opinions

These constitute the most elaborate cate-
gory of documents in clinical medicine with
regard to text generation. They display all
the complex linguistic features of discharge
letters, yet they differ from them in two
ways: Their subject is not only the patient
case, but also the current body of scientific
knowledge and accepted state of the art.
Secondly, they may adopt a “meta”-per-
spective with respect to other clinical docu-
ments, not simply relating them but talking
about them, their presence or absence, their
validity and the like. This of course has im-
plications for textual realization (indirect
speech, for instance) to the effect that ex-
pert opinions differ not only in domain but
also in linguistic diversity and complexity
from more routinely produced documents.

4. Natural Language 
Generation
For the purpose of this review we will re-
gard as an NLG system any system which
technologically goes beyond the approach

of filling strings into a template to generate
text from an underlying representation.
The first attempts in this direction date
back to the early 1970s: The SHRDLU sy-
stem, for instance, produced simple English
sentences from an underlying represen-
tation. Other systems with differing goals,
architectures, methods and, of course, suc-
cess have followed (see (48)). For the last 
15 years, NLG seems to have been in a sort
of consolidation: The first system in routine
use was FOG (49), there are SIGs, regular
workshops and conferences and even text-
books which successfully attempt to pre-
sent the current state of the art (50) (for an
overview see also (33) or (51)). One major
undertaking has been an effort to develop a
standard reference architecture for genera-
tion systems (RAGS (52)). For the subtask
of “surface generation”, which is the pro-
cess of generating final text based on an 
abstract syntactical specification, two quite
elaborate systems have been developed
and used in academic projects, namely
FUF/SURGE (53, 54) and KPML (former-
ly PENMAN, (55)). RealPro (56, 57),
another system for surface realization, is
commercially available. The list of NLG 
systems (48), which is constantly being 
updated, contains more than 100 entries.
On the other hand, the field has not yet 
matured to a point where there is an esta-
blished body of concepts and techniques
which could be applied directly to most
NLG problems. Nevertheless, a short
sketch of NLG concepts and their applica-
tion in the health care environment seems
worthwhile.

4.1 NLG Concepts
A hypothetical “universal” NLG system
would perform the following tasks:
● a) discourse planning
● b) content determination, document

structuring
● c) multilingual microplanning with le-

xicalization, aggregation, generation of
deictical and other referential expressi-
ons (ellipses etc.)

● d) (multilingual) morphosyntactical 
realization,

● e) formatting

Text Generation in Clinical Medicine
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Discourse planning is necessary wherever an
NLG system is not producing a single tex-
tual utterance but takes part in a dialogue.
Of course, the entire problem field of buil-
ding and maintaining user models emerges
here, as does the problem of planning (for an
overview see (46)). The next task, content
determination, is dedicated to the problem
of “what to say” in an utterance (or docu-
ment, in our case). While this may be trivial
in some cases, it is a hard problem to solve in
others. One only needs to imagine the pro-
cess of generating a discharge letter based
on a comprehensive clinical database to 
realize the severity of the problem.

The next “task”, C), looks like an un-
structured enumeration of diverse sub-
tasks, and that is exactly what it is. There is
little agreement about which subtask be-
longs where. Some researchers (58) even
deny that aggregation could be a subtask
(or several subtasks, for that matter) in the
first place. They argue that aggregation is
ubiquitous, can occur in countless subtasks
and should thus be rather construed as an
emergent phenomenon. At any rate, lexica-
lization (the process of selecting lexical
items for conceptually represented enti-
ties), as well as the other subtasks of micro-
planning, have to be performed before
morphosyntactical realization, the ultimate
generation of sentential structures con-
taining inflected forms, takes place. A final
phase of formatting may be mandatory in
some cases.

As already hinted at in the subtask na-
mes, multilinguality can be an important
goal for NLG.The TECHDOC system (59),
for instance, was aimed at the multilingual
generation of technical documents. The
work of Wagner et al. (2, 60, 61) was direc-
ted at a multilingual generation of descrip-
tive noun phrases for medical procedures
in the context of GALEN-IN-USE (62).
Other goals pursued in the construction of
NLG systems are:
● correct generation of referring expres-

sions (63), including quantified (64),
“distributed” (65) and vague (66) des-
criptions. These include furthermore the
generation of different types of ana-
phora ((67-69)), especially “one”-ana-
phora (70) and personal/temporal deic-
ticals (71)

● multimodality: integration of NLG tech-
niques within hypertext (72, 73), gra-
phical output (74) and gestures (75).

● stylistic variance: the style of the genera-
ted text, including but not restricted to
its level of formality and verbosity, use
of technical terms, grammaticality etc.,
depends on its intended use, expected
readers, external guidelines, rules or
even laws. Patient information leaflets
differ notably in style, for instance, from
a referral letter, even when the content
is identical.

4.2 NLG Applications in Medicine
Cawsey et al. in (4) give a short overview 
of NLG applications in health care. They
isolate as principal functionalities:
● producing explanations and giving ad-

vice in medical expert systems
● generating reports, progress notes and

discharge letters
● preparation of individualized patient 

information material
● generation of descriptions of medical

concepts.

A good example of the last category is the
work of Wagner et al. mentioned above.

In the case of personalized patient infor-
mation, the work of Reiter et al. (76) on
STOP, a system writing individualized
leaflets to motivate patients to stop smo-
king, is a well-known example. PIGLIT
(77) generated hypertextual information
for diabetes patients. Being linked to the
patients’ electronic records, it facilitated 
an exploration of the terms and concepts
mentioned there. N. Elhadad and Mc
Keown developed a system able to summa-
rize medical articles specific to a patient
(78). An earlier system by McKeown and
coworkers, MAGIC ((79)), produced pa-
tient briefings on an intensive care unit.

In the area of generating reports and 
letters to health care professionals, a few
systems can be named:

The earliest attempts can be traced back
to the mid-1980s, for instance the Linguistic
String Parser Project (80) or the BAIK 
system (81) which used the “canned text-
mail merge”-technique. In the following

years some researchers (e.g. (82, 83)) ad-
dressed the problem of generating medical
documents in an ad-hoc, though not neces-
sarily unsuccessful way, whereas others rea-
lized the need to draw on an underlying
conceptual representation: Bernauer (84,
85) utilized conceptual graphs as a repre-
sentational formalism from which reports
(of bone scans) were generated. At appro-
ximately the same time, A. Rector, B. Now-
lan et al. even addressed the multilinguality
issue with PEN&PAD (e.g. (86)), and in
1994 Bullock (87) used the semantic net
underlying PEN&PAD as input for a text
generation component. It is worth recogni-
zing that whilst the problem of data entry,
i.e. achieving a situation in which physicians
willingly enter data on their own, was not
solved satisfactorily in all of these projects,
their failure to come into widespread rou-
tine use must not be attributed solely to the
drawbacks of the named approaches. The
low quality of the resulting texts, especially
with respect to their diversity, appropria-
teness and readability, in conjunction with
their limited to non-existent potential to
“tune” their generation component to in-
dividual needs or the progress of clinical
medicine, must be regarded as being of at
least equal weight. It is thus surprising that
in (4) Cawsey et al. remark that for medical
reports “simple methods can be used for
realization, as frequently only a small num-
ber of sentence forms are needed”.They ne-
vertheless conceded that in the case of bone
scan studies “the variety of possible kinds of
observations requires a relatively sophisti-
cated realization module”, so one may free-
ly draw the conclusion that this holds for
every kind of report in which the variability
of observations equals or exceeds the one of
bone scan studies (which should be a fairly
high proportion of the reports in a medical
record). The fact that text quality really is 
an issue may be seen from the fact that 
although structured data entry (sometimes
even based on conceptual representations)
is becoming more and more common in 
medicine (11-14, 19, 88-90) there is still no
system in routine use which
● for a nontrivial domain
● based on NLG principles
● generates medical reports with fluent,

concise and readable text.
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The reasons for this deplorable fact have to
be found.

5. Does NLG Try to Solve the
Wrong Problem?
One may indeed say that NLG does not 
address all the problems surrounding the
intended application of medical document
generation, but this is of course also due to
the neglect of the medical informatics com-
munity. Moreover, NLG still has a long way
to go before it can be expected to offer
“shake-and-bake” solutions to every ge-
neration problem, so that the very idea of
employing NLG to generate medical notes,
reports and letters may be premature. On
the other hand, the body of concepts and
techniques already elaborated under the
heading of NLG leads the way to far more
elaborate systems for generating text in 
clinical medicine:
● The key idea is to abandon the handling

of text chunks in favor of generation
from syntactical representations.

● “Off-the-shelf” systems exist for the task
of surface generation (at least for some
important languages (53, 55)); they
should be used wherever possible.

● The conceptual apparatus of NLG ena-
bles identification of the linguistic 
features which are essential for natural
and concise text in documents of clinical
medicine: Aggregation, referential ex-
pressions including anaphora and deic-
ticals, enumerative phrases, ellipsis and
linguistic markers for the rhetorical 
relations (38, 46, 91). This insight may
provide a guideline for developing the
functionality of systems.

● Analysis of the documents under con-
sideration from an “NLG perspective”
reveals (not surprisingly) that even a 
representation of semantics and prag-
matics is mandatory in some cases, thus
necessitating an ontology of the domain
(either ad-hoc and for generation pur-
poses only, or based on a reusable one
already elaborated). Again, researchers
have addressed knowledge representa-
tion and semantical issues in the NLG

context (92). Especially Ceusters et al.
((93)) argue convincingly that given 
ontologies must be augmented when
there are to be used linguistically.

● As for example the task of generating a
referral letter completely “from scratch”
without compromising the stylistic 
quality seems very hard to accomplish, it
may well be the case that a mixture of
more rigid textual templates with pure
syntactical generation is called for. Re-
search into this kind of hybrid system
has already been undertaken (94, 95).

Thus, formulating a kind of “wish list” to
guide further developments in NLG would
be the right thing for the medical informa-
tics community to do.The rationale behind,
and justification for, such a list stems from
the assumption that it could be fruitful to
concentrate on the problems of a speciali-
zed application, such as medical reports.
This domain has its special intricacies but,
on the other hand, lacks some of the pro-
blems other domains expose. For instance,
the entire area of discourse modeling and
document structuring collapses into the 
application of simple “document skele-
tons”. Many syntactical constructs never
occur in medical reports or letters: Ques-
tions or commands are, wherever they ap-
pear, formulated in the indicative mood.
Whereas current research in NLG is direc-
ted at single phenomena on the one hand
or general architectural issues on the other,
it may be the case that addressing and sol-
ving the text generation problems of a sub-
domain would not only benefit this domain,
but could also prove to have the right level
of generality to become the basis of usable
systems within a reasonable time span.

From the author’s point of view, the 
following items should be on the above-
mentioned wish list:
● Research into the peculiarities of the me-

dical sublanguage, inasmuch as they may
be relevant to text generation. For in-
stance, enumerative constructs which are
so abundant in medical documents have
received little attention as such.The same
holds for “ad hoc neologisms”, that is the
formation of new words which are ne-
vertheless understood instantly by every
health care professional.

● Intradocument variability, the use of dif-
ferent lexems and syntactic constructs
for similar contents, is a particularly 
important feature for the acceptability
of automatically generated text, but 
appears to have been outside the focus
of NLG research until now.

● Work on “off-the-shelf” surface gene-
rators, specialized to the medical sub-
language and with built-in support for
phenomena such as enumerations, con-
ceptual aggregation and referential ex-
pressions.

● A dedication to hybrid systems, able to
use both predefined templates and
“from-scratch” generation. This seems a
promising approach in order to get sys-
tems up and running within a shorter 
time frame, leaving the option open for
later refinement.

● An evaluation methodology for auto-
matically generated reports. Evaluation
of NLG systems is a much discussed 
topic (96), and here again a restriction to
application subdomains should prove
useful.
The medical informatics agenda remains

full. For instance, work on reusable onto-
logies (such as (62)) should explicitly take
into account the issues of text generation.
The same holds for efforts towards creating
terminological systems (97-100). Structured
data entry, being the main source of text 
generation, not only has to come into more
widespread use, but must evidently e based
on the same ontology as the generation
component, a reuse which the ORCA ap-
proach (12), for instance, does not account
for. This can be seen as a revival of the
“knowledge acquisition bottleneck”, which
has haunted the Artificial Intelligence com-
munity for a long time.

6. Conclusions
In two recent papers concerning the future
role of medical informatics, both Haux
(101) and van der Lei (102) identify as cen-
tral to this discipline several applications
which make use of a comprehensive medi-
cal record, such as integrated decision sup-
port systems, observational databases or
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health reporting. In the light of its indispu-
table economic significance, one is tempted
to add to the list of these important targets
the problem of generating text for medical
reports, clinical notes, discharge summaries
and referral letters from the medical re-
cord. This claim may be substantiated by
the fact that this problem has been addres-
sed by a great number of researchers over a
period of more than 15 years, from early
works by O’Keefe (103), Giere (81) and 
Li (80), the PEN&PAD project (86) and
Bernauer’s work on conceptual graph 
formalism for the generation of findings
(84, 85) or Kuhn’s work on gastroenterolo-
gical reporting (104), to current approaches
which have been at least partially influen-
ced by NLG approaches (2, 3, 18, 105).

Nevertheless, there are still no “ready-
to-use” systems for this task. The field of
natural language generation, which has this
as one of its goals, has the potential to come
up with solutions, but much work remains
to be done on both sides - medical informa-
tics and NLG - before the enormous bene-
fit which the automatic production of these
documents would provide, can be realized.
The “wish list” can be seen as a starting
point. For both sides it would be worth the
effort.
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